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GAMMA-RAY DETECTOR CALIBRATION METHODS UTILIZED IN THE
ARGONNE FNG GROUP ACTIVATION CROSS SECTION MEASUREMENT

PROGRAM*

by
James W. Meadows and Donald L. Smith

Applied Physics Division
Argonne National Laboratory
Argonne, Illinois 60439
usa

ABSTRACT

The gamma-ray detector calibration methods utilized in the program of
activation measurements at the ANL Fast Neutron Generator are described.
The basic methods are gamma—-gamma coincidence counting and comparison with
calibrated sources. These methods are illustrated and compared using 60Co
and 48g¢ sources, and errors are discussed.

*This work supported by the U.S. Department of Energy.
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I. INTRODUCTION

Gamma counting is of considerable importance in nuclear science and,
in a continuing program of activation measurements at the ANL Fast Neutron
Generator, we have put together a set of procedures for such measurements.
These have been referred to in several reports (e.g. ref. 1-3) by name and
described as “"standard” procedures. However the term "standard” is rather
nebulous in this context, and the same general procedure performed by
different experimentors can differ in many significant details.

This report describes in some detail our methods of determining absolute
disintergration rates by gamma counting using high-resolution germanium
detectors. The basic methods are (1) gamma-gamma coincidence counting using
either one or two detectors and (2) comparison of unknown sources with cali-
brated sources. When possible these methods are used directly. In other
cases they are used to construct suitable efficiency curves. The necessary
sum-coincidence, sample-absorption and angular-correlation corrections are
calculated by methods described in Section II. The results of measurements
using both methods are compared in Section III. Finally, there is a brief
discussion of the major sources of error.

II. METHODS AND PROCEDURES

A, Absolute Decay Rates by Gamma—Gamma Coincidence Counting

Coincidence counting is a powerful tool for the measurement of absolute
decay rates of many radioactive isotopes since it is basically independent of
the detector efficiences. This technique was early used for this purpose by
Dunworth (4) who applied it to the almost ideal case of a beta transition
followed by a gamma transition. The decay is observed by two detectors, one
sensitive only to beta-rays and the other sensitive only to gamma-rays. If we
ignore any background and accidental coincidences, the count rates for the
individual detectors and the coincidence rate can be expressed as

RB = € AN (1)
Rgy = eyeg A N (3)

where R is the count rate, € is the detector efficiency, N is the number of
atoms of the radioactive isotope and A is the decay constant. Combining Egs.
(1), (2) and (3) gives the decay rate,

AN = Rg Ry (4)
Rgy



In principal, the coincidence technique can be applied to any pair of
transitions in a decay process, including gamma-gamma cascades, providing
there are detectors that can separately detect each member of the pair.

In practice the development of high-resolution germanium detectors has made
famma-gamma coincidence counting a very useful technique. Although these
detectors are capable of completely separating the full-energy peaks, they
cannot separate the Compton distributions, and they remain sensitive to all
the gamma-rays emitted. This causes the phenomenon of sum—coincidence l9sses,
but it also opens the possibility of doing coincidence counting with a single
detector, where the coincidence rate is measured using the sum peak for the
two gamma-rays involved.

Consider a general radioactive decay that proceeds by beta-emission, or
oOther means, to serveral excited levels in the final nucleus. Each of these
levels may decay by one or more paths. As a result, there are a number of
Possible gamma-rays, some in coincidence, some not, and some partially in
coincidence. However, the decay scheme can be split into several indepegdent
Parallel cascades that do not branch. A simple case is illustrated in.Flg- 1
which shows the principal gamma-ray decay paths (5) of “8Sc. For a single
cascade, the count rate for the full-energy peak of yj is the probab?lity of
detecting Yi times the probability of not detecting any other gamma in that
cagscade. The total full-energy peak count rate in detector "a" is given by
the sum over all cascades, £, that contain yi:

a a a_aa a
R = - = ) (5)
1 )\Nei %wz ]1(11 (1 ekFik) ANe S1

ei = the full energy peak efficiency for Yi in detector “a”,

Fiz = the angular correlation coefficient for y's i and k in detector "a",

€x = the total efficiency of detector "a" for Yk
Wl = the probability of the decay proceeding by cascade &.
There are similar expressions for the other y's and detectors.

If only one detector is used the coincidence rate may be obtained from
the area under the sum peak for y; and yj.

aa a a_aa a _aa
22 = -

13 = WelelFizw l!li’j(l €, Fop)

2 (6)

- a a_aa_aa

ANe ekkijsij



The sum over £ includes all those cascades that include both Yi and Yje
The decay rate can be obtained form the measured decay rates by

R3R2p23g32

AN = 173743743 (7)
R2%s3g2
ij 173

where R refers to measured quantities. There is no dependence on the full
energy peak efficiencies, but the total efficiencies are needed to determine
the sum—coincidence corrections, S. The experimental arrangement can be

chosen so € < 1 and the S approach 1. However, the coincidence rate will then

be very low.

When two detectors are used, greater flexibility is obtained and the
arrangement can be adapted to a specific problem. However, the experimental
set—up is more complex and the sum coincidence corrections may depend on the
specific arrangement used. A common technique is to use a full-energy peak
from one detector to gate a second detector. This can give decay rates and
also assist in the analysis of complicated spectra. In the present measurements
we are primarily interested in measuring decay rates of samples that often
have low activities, so the principal attraction of the two-detector arrangement
is the possibility of increased coincidence rates. If the two detectors are
of similar size, and the second one is located at about the same distance from
the sample, the total coincidence rate will be increased by a factor of ~ 4.

An experimental arrangement that we often use is illustrated in Fig. 2.
As in the single detector case, the coincidence events are identified by the
sum peaks. The total coincidence rate can be considered as the sum of the
four independent coincidence possibilities, and the amplifier gains can
usually be adjusted so that the four sum peaks are seperated. However, this is
not necessary so the zero levels and amplitudes can be carefully matched and
only a single peak is observed. With complicated spectra, it may be necessary
to set the single-channel analyser (SCA) windows to eliminate some of the
coincidences, and thus simplify the sum—coincidence spectrum. This may
introduce an additional complication since the coincidence rate, measured at
the output of the summing amplifier, must be corrected for sum-coincidence
losses that occur in that amplifier as well as for losses that occur within
the individual detectors.

Measurements made with the SCA windows completely open (or removed) have
the maximum coincidence rate and no problems with the €. The singles rates
are measured before entering the summing amplifier, and the sum-coincidence



correction is given by Eq. (5). The total coincidence rate, Rij, 1is

- paa bb ab ab . (8)
Rij Rij + Rij + Rij + Rij

Each term may be expressed as
Y{ and Yj in the indicated det
ing any other Y in the cascade

the product of the probabilities of detecting
ectors, and the probability of not detect-
in either detector. The general form is

ab - a_b_ab nn _ aa_ bFab
Rij = Weje Fi Bw, kt1, 3 1S F e o) ©
a b_ab_ab
)\NeiejFijsij .

The decay rate based

on the data obtained with this particular arrangement
is

sa8za._aa_aa sb=b_bb _bb
N - 1R3F13813+ 1%4%1454 5
a_.a b_.b
SiSj Sisj
(10)
sa=b_ab_ab =b=a_ba ba
R,RF."s R,RF,°s
+ 1 | 1j713 + 173715 14 1 .
sasb Sbsa R
173 173 1]

If v and v4 are detected in the same detector then part of the sca
coincidence sum ioss occurs in the sum amplifier and will depend on the
window settingg, If ¢ uPper levels of the SCA windows are reduced so as
to eliminate R?? and Rij, then all the coincidence events will involve
both detectors and all sum coincidence losses will occur within one or theh
other of the detectors. The decay rate will then be given by eq. (10) wit
the first two termg in the bracketsg deleted. If the SCA window widths are
reduced so that side "g" accepts only the full energy peak of vy and side



"b" accepts into the full energy peak of Yj then only the rhird term will
remain.

B. Absolute Decay Rates by Comparison with Calibrated Gamma-ray Sources.

The calibrated sources are selected so there are several full-energy-
peaks in the region of interest. These are essentially point sources and are
mounted in holders that have negligible absorption. They are counted at a
well-determined position in the range of 20 to 30 cm from the detector. At
this distance, sum coincidence correction factors are very near 1 and may
usually be neglected. The unknown samples are typically disks 25.4 mm in
diameter and ~ 0.2 to ~ 7 mm thick. One or two of these are made sufficiently
active to provide reasonable counting rates at the 20 to 30 cm distance. They
are located so the centers of the samples correspond to the position of the
calibrated sources, and their full-energy-peak count rates are measured. The
full-energy-peak rates for the calibarated sources are then corrected to what
they would be if the source material had been distributed uniformaly through
a sample disk. These provide points for an efficiency curve which is fitted

by
log(e) = a+b log(EY)+c(log(Ey))2 + . . . (11)

If Ey > 400 keV, and spans no more than ~ 400 keV, the linear form is
usuaIly sufficient. For wider ranges and lower energies additional terms may
be required.

The above curve provides efficiencies for the full energy peaks of the
gamma-rays from the samples and the decay rate is

R, (d) (12)

AN:—___
Iiei(d)

where Rj is the full energy peak count rate for Yi, Ii is the number

of yi{ per decay and ej 1s the full energy peak efficiency at distance

d. These samples are now used to determine the effective efficiencies at
some closer position where like samples of lower activity can be conveniently
counted. This procedure has the advantage of eliminating the need for
sum—coincidence corrections, and systematic errors in determing the areas
under the full-energy peaks tend to cancel.



In many cases it is not possible to produce enough activity in the
sample for accurate counting at the 20-30 cm distance. Then, other reactions
that produce radioactive products at higher activity levels are used to
construct an efficiency curve at the close position. These samples may be of
different sizes and materials. The required size and absorption corrections
4re then calculated using the procedures outlined below. Sum—-coincidence
torrection factors are calculated according to Eq. (5).

c. The Determination of Peak Areas

The type of measurements with which we are concerned involve pure
*amples, neutron beams of fairly low intensities and backgrounds that are
fairly low and stable, so the resulting gamma-ray spectra are not complicated.
Cages with more than three or four radiocactive species present in significant
Swounts are quite rare, and most of the full-energy peaks are isolated. Peak
STeas are determined by substracting the underlying background components of
the spectra; peak fitting techniques are avoided if possible. To determine
the area under a peak, a window is set over it that is wide enough to include
any tailing that occurs. Lesser windows are set above and below the peak
window, and they are used to estimate the background which is approximated by
5% polynominal. A linear function is most often used, but if inspection of the
Spectra suggests that the underlying background has curvature, higher order
terms may be included.

Vs The Calculation of the Total Efficiency (€) and the Angular Correlation
Factor (F),

In the analysis of coincidence results it is necessary to know the total
efficiency (€) and the angular correlation factor (F) for the gamma-rays
Involved. These quantities are very significant, and both depend on the
Bample-detector geometry. Table I gives some typical values of € and F for
Our usual counting arrangements. Increasing the sample-detector distance
Téduces the importance of €, but it also reduces the coincidence rate and
increasesg the importance of F. Since (monoenergetic) neutron activation
Lengurements are often troubled by low count rates, this may make coincidence
Counting impractical. We have chosen to do most of the gamma counting in very
Poor geometry, and to calculate the necessary corrections.

We currently use the computer program GACON for this purpose. This pro-
ETam was designed to calculate sample absorption corrections for the full
€nergy peaks, angular correlation coefficients, and efficient ratios for
Point an distributed sources. It was not designed to give true values of €,
buy experience has shown that a fairly reliable values may be obtained if
Céltain conditions are met.

The program uses the Monte Carlo method, and the sample-detector ar-
Tdahpement is shown in Fig. 3. Pairs of gamma-rays are assumed to originate



uniformaly throughout the sample volume. The first gamma—-vay direction is
isotropic. The relative angle of the second gamma-ray, 012, is weighted
according to the angular correlation function. It is required that Y;, be
detected by detector—-1 and Yy by detector-2. If the direction vector does
not intersect the apropriate detector, the history is not followed. Aan
interaction in the sample, absorber or detector core that sigificantly reduces
the gamma-ray energy also terminates the history. The program input includes
the dimensions indicated in Fig. 3, the gamma-ray cross sections and the
coefficients of the angular correlation function. The program output yields
the angular correlation factor, the sample and absorber factors and a “"total”
efficiency that is a little smaller than the true one.

However, it is possible to obtain a good approximation of the true total
efficiency. € does not change rapidly with Ey. Between 0.2 and 1.0 MeV the
change is less than a factor of 2. Furthermore, the angular distribution of
Compton—scattered gamma-rays is strongly peaked forward so the in/out scattering
correction is small. Thus, only photo—electric interactions in the sample and
absorber effect the total efficiency to any great extent. Gamma-rays that
first interact in the inactive core region of a Ge(Li) detector will not
contribute to the full-energy peak, but they usually produce some kind of
signal and contribute to the total efficiency. If only photoelectric cross
sections are entered for the sample and absorber, and if the diameter of the
core region is set equal to zero, the efficiency calculated by GACON provides a
good approximation for the true total efficiency, providing that the core
region is not too large and that the sample and absorber are not too thick.

For the examples presented in this report, the core occupies about 3% of the
total detector volume and the gamma-ray transmission factor for the sample

is > 0.8.

Some representative values of € and F are given in Table I.

E. The Angular Correlation Function.

We are concerned with the angular correlation between two gamma-rays
emitted by the same nucleus in a time interval that is short compared with
the nuclear relaxation time. The analysis of this problem is based upon
well-known methods from quantum mechanics involving angular momentum coupling
rules. The expressions for the coefficients in gamma-gamma correlation
functions can be quite complex, and they depend on the level spins involved,
multipolarities and mixing ratios for the photon transitions, and on whether
there are intermediate unobserved gamma-transitions. Segre (6) has provided
a useful introductory discussion of this topic based, in part, on the 1953
review paper of Biedenharn and Rose (7). A report by Ferentz and Rosenzweig
(8) includes some very extensive and useful tables. The monograph by
Ferguson (9) also provides a useful general exposition of this topic,
although the notation is somewhat different. Here we only present the
results for the specific cases necessary for this report.



First, cingider the sequential cascade of two gamma_rays,deachswizh :
well-defined m.ltipolarity, An unpolarized nucleus in state jj :;:Ztely
state j by emitting radiation of multipole order L). State i lmmFollowing
decays to state J2 by emitting radiation of multipole order Lj.

inals
Ref. 7, the ang,]3r correlation function in terms of Legendare polynomin
is

13
w(®)2) " Z Fi(L)313)Fi(Lojzi )Py (cos0). (13)
k

where the gup iz over terms limited by
14)
0 < even g < min (23,2L4,2L5) . (

re
The F-coefficientg are tabulated in Refs. 7 and 8. In terms of the mo

the
fundamenta]l Clebsch-Gordon (C) and Racah (W) coefficients we can express
F-coefficient as

Pr(Li)g) = (-)jl'j—1(2j+1)1/2(2L+1)C(LLk;1‘1)W(ijL;kj1)’ (13)

. h
and thereby calcylate values out of range of the tables if needed. The
F-coefficient 18 defined so that

Fo(Lig3) » J, (16)

Thus Eq. 13 ig Normalized,

Consider how the case of the correlation between two gimfi;zzyzuzgzzs
there ig an intermediate, but unobserved, gamma-ray. An unpoi:tin gamma-
in state j, decays through states j; and j, to state 33 by em &

C
rays of multipolurity Ly, L) and L. The correlation function for the firs
and third gamma-rayg jg

s 7
w(613) = N>R, (Lodod1) Fi (L23332) 6(i1i13232;KL)) Pylcos 6),  (17)
k

where N ig g normunlization factor and is given by



N = (-)LI‘JI‘JZ[(?.J'1+1)<212+1)]1/2 , (18)
and the sum is over terms limited by
o<{k< min(ZLo,ZLz,Zjl,ij) . (19)

The F are defined by Eq. 15 and the W are the Racah coefficients.

In this report we demonstrate our calibration methods by considering
48g5¢ and 80¢co decay. The principal decay path in “8Sc involves E2
transitions (see Fig. 1) representing a 6(2)4(2)2(2)0 cascade. The 50Co
cascade is similar but starts at 4.

The correlation function for pairs of successive gamma-rays is
w(8)2)=1+0.1020P)(c0s6)+0.00907P;(cos8) (20)
For the case of an intermediate but unobserved gamma-ray the function is

w(6;3) = 1+0.1020P2(cos6)-0.0141P,(cosb) (21)

III. RESULTS

The methods described above were tested using the following ©0Co
and “8gc samples:

Ml A 2.54~cm dia. x 0.57-cm thick cobalt disk weighing 24.1 g.
The ®0co activity was distributed unformaly through the volume
of the disk.

M2 A thin, ~ 1 cm dia. deposit centered on a 025 mm thick stainless
steel disk and sealed with a polyester film.

V=44 A 2.54~cm dia x 0.32-cm thick vanadium disk. The “8gc activity
was produced by the 51V(n,alpha)“BSc reaction. This sample
was reactivated during the course of these measurements and the
corresponding activations are designated A, B and C.
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Their decay rates were measured by com

paring thexm to the three calibrated
sources listed below:

NBS SRM 4210-3 A rather old (14 y) U.S. National Bureau of Standardg
Co source mounted on & polyester film,

NBS SRM 4275-140 A U.S. National bureau ¢f

Standards mixed source (125%‘
*Eu and 155Eu) mountec o

0 a polyester film,

LMRI EGAM-3 5243 An 152g, source obtain

ec from Laboratoire de Metrologi,
des Rayonnements Ionis

arts, Saclay, France.

The decay rates of Ml, M2 and V-44 were algo measured by coincidence
counting for a variety of detector-sample arrangements using both one and

two detectors. The sum coincidence termg were calculated using the gamma-ray
cross sections of Storm and Israel (10).

The results of the two methods and their intercomparison are shown
in Table II. The agreement is consistent and fairly good. The decay rate
btained by coincidence counting does appear to be 2 little less than the
:tandards comparison method, but the difference is well within the experimental
error.

IV. SOURCES OF ERROR

The principal sources of error are described below
their magnitudes are given. The first three apply to the
calibrated sources.

» and ranges of
comparison with

(1) Statistical. (0.6-1.1%) This is 1
number of counts in the peaks bu
the background substraction.

argely determined by the
t is algo includes the error in

(2) Calibrated Sources. (0.6-0.7%) The error in the decay rates
of these sources. It is assumed that there is no correlation
among the three sources. The larger value applies to the measure-
ments with the V-44 sample, where Ng§ 4210~-3 was not used.

(3) Calibration Curve. (~ 1%) the error ig the efficiencies based on
the fit of Eq. (11) to the calibration néasurements. The correla-
tion among the different calibration curves is assumed to be zero.

The remaining errors apply to the coincidence measurements.

(4) Statistical. (0.5-2.5%) This ig the

éame as (1) above. The
range of error is given for RiRj/Rij-
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(5) Total Efficiencies. (0.2-1.6%) The range of error is for the
decay rate. The error in € is ~ 5% and is largely due to the
error in the gamma-ray cross sections (10).

(6) Background Subtraction. (~ 1%) This is an additional un-
certainity due to the choice of the background windows and
background function. We assume a 50% correlation.

We used a least—-squares method for weighted averaging described in
Section XI of Ref. 11, and calculated averages for all the avaliable ratios
of activities deduced by the calibrated source comparison method relative to
the coincidence counting method. These values appear in Table II along with
corresponding normalized x2 values. Some of these normalized x% values
exceed unity by noticeable amounts, indicating that we may have under-
estimated some of the above errors or that there may be additional ones which
we have not identified. Nevertheless, we had no rational basis for
altering our original choices for the known partial errors and thus chose
not to do so.

V. SUMMARY

The various calibration methods discussed in this report seem suit-—
able for dealing with most of the gamma-ray counting problems routinely
encountered in our activation measurements program. The present investi-
gation for ©0Co and “48sc activities indicated that we can expect to obtain
agreement to within < 2% between the two basic methods, comparisons with
calibrated sources and coincidence counting, with a probable uncertainty
of { 2%, even for the relative poor—counting-geometry configurations we
must often employ to measure weak activities. This level of accuracy is
adequate for most of our program needs.
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Table 1. Representative Total Efficiencies and Angular Correlations
Factors for the Single Detector Coincidence Measurement of
60¢co Sample Mla,

DistanceP €] € F12
Cm
0.95 0.126 0.121 1.043
1.98 0.069 0.066 1.068
2.86 0.0455 0.0444 1.085
5.40 0.0194 0.0175 0.107

8petector dimensions were 4.50 cm dia X 6.46 cm thick. Sample
dimensions were 2.54 cm dia x 0.57 cm thick.

bbistance from center of sample to the front face of the detector.



Sample
No.

Ml

M2

V=44A

V-44B
V-44C

Detector Distance

A
(cm)

Table II.

B

(cm)

NA

NA
NA
NA

FEE

0.88
1.93
3.52
5.18

5EF

Detector
Angle
(deg.)

oo COo

180
180
180

90

Coincidence Count
Total Erx

Rate

5453
5446
5482
5835

7462
7924
7634

7710
7425
7677
7684

1136
1311
1289

(%)

1.96
1.58
1.26
2.54

Std. Comparison
Rate Total Err
(%)

5621 1.43

average
x2

7801 1.45

average
X2

7801 1.45
average
o3

1150 1.46

1296 1.44

1292 1.47
average

X
Grand Averaée
X

The Results of Activity Measurements by Coincidence Counting and
by Comparison with Standard Sources.

Ratio

1.031
1.032
1.025
0.963
1.0208
2.17

1.045
0.984
1.022
1.,0042
2.43

1.012
1.051
1.016
1.015
1.0182
1.59

1.012
0.987
1.004
1.002
0.41

1.007
1.46

Total Err
%

2.43
2.13
1.90
2.92
1.828

3.32
2.36
2.92
2.122

2.30
2.50
2.00
2.00
1.868

2.31
2.55
2.57
1.82

1.34

ayeighted averages were calculated using a method described in Ref. 11 which takes all error sources and their

correlations into consideration.

71
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Fig. 1. The principal decay paths of “8sc,
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A block diagram of a gamma~gamma coincidence arrangement,
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Fig. 3.

The sample—-detector arrangement for GACON calculations.



